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Abstract - Montage ‘is an Earth Science Technology Office
(ESTO) Computational Technologies (CT) Round III Grand

Challenge investigation to deploy a portable, compute-intensive, !

custom astronomical image mosaicking service for the National
Virtual Observatory (NVO). Although Montage is developing a
compute- and data-intensive service for the astronomy
community, we are also helping to address a problem that spans
both Earth and Space science, namely how to efficiently access
and process multi-terabyte, distributed datasets. In both
communities, the datasets are massive, and are stored in
distributed archives that are, in most cases, remote from the
available computational resources. Therefore, state of the art
computational grid technologies are a key element of the
Montage portal architecture. This paper describes the aspects
of the Montage design that are applicable to both the Earth and
Space science communities.

L INTRODUCTION

Montage is an effort to deploy a portable, compute-
intensive, custom image mosaicking service for the
astronomy community [1, 2, 3]. The Earth and Space science
communities each are faced with their own unique
challenges, but they also share a number of technical
requirements and can mutually benefit by tracking some of
the information technology developments and lessons learned
from both communities. Although Montage is developing a
compute- and data-intensive service for the astronomy
community, we are also helping to address a problem that
spans both Earth and Space science, namely how to
efficiently access and process multi-terabyte, distributed
datasets. Both communities have recognized the necessity of
image re-projection and mosaicking as tools for visualizing
medium- and large-scale phenomena and for enabling multi-
wavelength science.

Like Earth science datasets, sky survey data are stored in
distributed archives that are, in most cases, remote from the
available computational resources. Therefore, state of the art
computational grid technologies are a key element of the
Montage portal architecture. The Montage project is
contracted to deploy a science-grade custom mosaic service

on the TeraGrid, a distributed infrastructure, sponsored by the,
National Science Foundation' (NSF), that is expected to '
deliver 20 teraflops performance, with 1 petabyte of data
storage, and a 40 gigabits per second network: connecting the
multiple sites. An external project at JPL also.plans to use

Montage to construct large-scale mosaics on: the Information - - - :

Power Grid, NASA’s computational grid infrastructure.

Astronomical images are almost universally stored in
Flexible Image Transport System. (FITS) format. The FITS
format encapsulates the image data with'a-meta-data header
containing keyword-value pairs that, at'a minimum, describe
the image dimensions and how- the pixels ‘map to the sky.
Montage uses FITS for both the input and output data format.
The World Coordinate System (WCS) specifies image
coordinate to sky coordinate transformations for a number of
different coordinate systems and projections useful in
astronomy (some directly analogous to projections popular in
the Earth science community).

Montage is designed to be applicable to a wide range of
astronomical data, but is explicitly contracted to support
mosaics constructed from images captured by three
prominent sky surveys spanning multiple wavelengths, the
Two Micron All Sky Survey (2ZMASS), the Digitized
Palomar Observatory Sky Survey (DPOSS), and the Sloan
Digital Sky Survey (SDSS). 2MASS has roughly 10
terabytes of images and catalogs, covering nearly the entire
sky at 1 arc second sampling in three near-infrared
wavelengths. DPOSS has roughly 3 terabytes of images,
covering nearly the entire northern sky in one near-infrared
wavelength and two visible wavelengths. The SDSS second
data release (DR2) contains roughly 6 terabytes of images
and catalogs covering 3,324 square degrees of the Northern
sky in five visible wavelengths.

The scope of this paper is restricted to those aspects of the
Montage design that are applicable to both the Earth and
Space science communities. The remainder of the paper is
organized as follows. Section II describes how Montage is
designed as a modular toolkit. Section III describes



techniques that are employed in Montage to dramatically
expedite the calculation of mappings from one projection to
another. We expect that these techniques could be beneficial
for other mosaicking or re-projection applications in both
Earth and Space science. Section IV describes the
architecture of the Montage TeraGrid portal. A summary and
description of future plans is provided in Section V.

1L MONTAGE MODULAR DESIGN

Montage has the broad.goal of providing astronomers with
software for the computation of custom science grade image
mosaics in FITS format. Custom refers to user specification
of the parameters describing the mosaic, including WCS
projection, coordinate system, mosaic size, image rotation,
and spatial sampling. Science grade mosaics preserve the
calibration and astrometric (spatial) fidelity of the input
images.

Montage constructs an jmage mosaic in four stages:

1. Re-projection of input images to a common spatial scale,
coordinate system, and WCS projection,

2. . Modeling of background radiation in images to achieve
common flux scales and background - levels by

TABLE1
THE DESIGN. COMPONENTS OF MONTAGE

omponent. || Description
Mosaic Engine Components

mImgtbl Extract geometry information from a set of
FITS beaders and create a metadata table
from it.

Re-project a FITS image.

A simple executive that runs mProject for
each image in an image metadata table.
Coadd the reprojected images to produce an
output mosaic. )

Background Rectification Comp 1

mOverlaps Analyze an image metadata table to determine
which images overlap on the sky.

Perform a simple image difference between a
pair of overlapping images. This is meant for
use on re-projected images where the pixels
already line up exactly.

Run mDi££ on all the overlap pairs identified
by mOverlaps.

Fit a plane (excluding outlier pixels) to an
image. Meant for use on the difference
images generated by mDiff.
RunmFitplane onall themOverlaps
pairs. Creates a table of image-to-image
difference parameters.

Modeling/fitting program which uses the
image-to-image difference parameter table to
interactively determine a set of corrections to
apply to each image to achieve a "best" global
fit.

Remove a background from a single image (a
planar correction has proven to be adequate
for the images we have dealt with).

Run mBackground on all the images in the
metadata table

mProject
mProjExec

mAdd

mDiff

mDiffExec

mFitplane

mFitExec

mBgModel

mBackground

mBgExec
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Fig. 1. The high-level design of Montage.

minimizing the inter-image differences,

3. Rectification of images to a common flux scale and
background level, and

4. Co-addition of re-projected, background-corrected
images into a final mosaic.

Montage accomplishes these steps in independent modules,
written in ANSI C for portability. This “toolkit” approach
controls testing and maintenance costs, and provides
considerable flexibility to users. They can, for example, use
Montage simply to re-project sets of images and co-register
them on the sky, or implement a custom background removal
algorithm without impact on the other steps, or define a
specific processing flow through custom scripts. Table I
gives a brief description of the main Montage modules and
Fig. 1 illustrates how they may be used together to produce a
mosaic.

1. TECHNIQUES FOR RAPID RE-PROJECTION

As described in Section II, the first stage of mosaic
construction is to re-project each input image to the spatial
scale, coordinate system, and projection of the output mosaic.
Traditionally, this is by far the most compute-intensive part
of the processing because it is done in two steps; first input
image coordinates are mapped to sky coordinates (i.e., right
ascension and declination, analogous to longitude and latitude



on the Earth), and then those sky coordinates are mapped to
output image coordinates. All of the mappings from one
projection to another are compute-intensive, but some require
more costly trigonometric operations than others and some
require even more costly iterative algorithms to converge.
The first public release of Montage employed this two-step
process to map the flux from input space to output space.
The time required for this process stood as a serious obstacle
to using Montage for large-scale image mosaics of the sky, so
a:novel algorithm was devised for the second code release, in
order to achieve about a factor of 30 speedup over the first
release.

The new approach uses an optimized “plane-to-plane” re-
projection algorithm, used by the Spitzer Space Telescope

project, for those projection mappings that can be computed -

without the intermediate step of mapping to the celestial
sphere. The simplest of these is the mapping from one
- tangent plane projection to another. To generalize this to
arbitrary input and output projections, we approximate the
actual projection with a tangent plane projection with a
polynomial warp. The fast plane-to-plane projection can then
be done rapidly on these tangent plane approximations.

The error introduced by the Spitzer plane-to-plane re-
projection is negligible on arbitrary spatial scales in the case
where the transformation is between two tangent planes. For
other projections, the tangent plane approximation introduces
additional errors in astrometry, but early indications are that
these errors can be kept below around 1% of a pixel width
over a few degrees on the sky for most projections. An
exception is the Aitoff and similar projections, where this
approach is only applicable over a degree or two. The
accuracy of this approach is well within acceptable tolerance
levels and at a scale that is suitable for most scientific
research. In situations where greater accuracy is necessary,
the projection should be done using the intermediate step of
mapping to the celestial sphere, as in the Montage first code
release.

IV. MONTAGE GRID PORTAL ARCHITECTURE

The Montage TeraGrid portal has a distributed
architecture, as illustrated in Fig. 2. The portal is comprised
of the following five main components, each having a client
and server: (i) User Portal, (ii) Abstract Workflow Service,
(iii) 2ZMASS Image List Service, (iv) Grid Scheduling and
Execution Service, and (v) User Notification Service. These
coinponents are described in more detail below.

A usage scenario is as follows. Users on the internet
submit mosaic requests by filling in a simple web form with
parameters that describe the mosaic to be constructed,
including an object name or location, mosaic size, coordinate
system, projection, and spatial sampling. A service at
JPL/Caltech is contacted to generate an abstract workflow,
which specifies: the processing jobs to be executed; input,
output, and intermediate files to be read or written during the
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Fig. 2. The distributed architecture of the Montage 'T‘era(_'iﬁd Portal.

processing; and dependencies between the jobs, A 2MASS
image list service at IPAC/Caltech is ‘contacted to generate a
list of the 2MASS images rcqu1red to fulﬁll the mosaic
request. The abstract workﬂow is passed to a service at the
Information Sciences Institute (ISI) Unlversny of Southern
California, which runs software called Pegasus to schedule

the workflow on the TeraGrid.. The resulting “concrete -

workflow” includes information about specific file locations
on the grid and specific grid computers to be used for the
processing. The workflow is then executed on the remote
TeraGrid clusters using Condor. DAGMan. The last step in
the mosaic processing is to contact a:user notification service -

at IPAC/Caltech, which currently simply sends an email to - -

the user with the URL of the Montage output.

"This design exploits to the maximum the parallelization
inherent in the Montage architecture. The Montage grid
portal is flexible enough to run a mosaic job on a number of
different cluster and grid computing environments, including
Condor pools and TeraGrid clusters. We have demonstrated
processing on both a single cluster configuration and on
multiple clusters at different sites having no shared disk
storage.

A. USER PORTAL

Users on the internet submit mosaic requests by filling in a
simple web form with parameters that describe the mosaic to
be constructed, including an object name or location, mosaic
size, coordinate system, projection, and spatial sampling. Fig.
3 shows a screen capture of the web form interface accessible
at http://montage.jpl.nasa.gov/. After request submission, the
remainder of the data access and mosaic processing is fully
automated with no user intervention.

The server side of the user portal includes a CGI program
that receives the user input via the web server, checks that all
values are valid, and stores the validated requests to disk for
later processing. A separate daemon program with no direct
connection to the web server runs continuously to process
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Fig. 3. Montage grid portal web form interface.

incoming mosaic requests. The processing for a request is
done in two main steps:

1. Call the abstract workflow service client code

2. Call the grid scheduling and execution service client
code and pass to it the output from the abstract
workflow service client code

B. ABSTRACT WORKFLOW SERVICE

The abstract workflow service takes as input a celestial
object name or location on the sky and a mosaic size and
returns a zip archive file containing the abstract workflow as
a directed acyclic graph (DAG) in XML and a number of
input files needed at various stages of the Montage mosaic
processing. The abstract workflow specifies the jobs and
files to be encountered during the mosaic processing, and the
dependencies between the jobs. These dependencies are used
to determine which jobs can be run in parallel on
multiprocessor systems. A pictorial representation of an
abstract workflow for a mosaic with three input images is
shown in Fig. 4.

C. 2MASS IMAGE LIST SERVICE

The 2MASS Image List Service takes as input a celestial
object name or location on the sky (which must be specified
as a single argument string), and a mosaic size. The 2MASS
images that intersect the specified location on the sky are
returned in a table, with columns that include the filenames
and other attributes associated with the images.

D. GRID SCHEDULING AND EXECUTION SERVICE

The Grid Scheduling and Execution Service takes as input
the zip archive generated by the Abstract Workflow Service,
which contains the abstract workflow, and all of the input
files needed to construct the mosaic. The service
authenticates users, schedules the job on the grid using a
program called Pegasus, and then executes the job using
Condor DAGMan.

Users are authenticated on the TeraGrid using their Grid
security credentials. The user first needs to save their proxy
credential in the MyProxy server. MyProxy is a credential
repository for the Grid that allows a trusted server (like our
Grid Scheduling and Execution Service) to access grid
credentials on the users behalf. This allows these credentials
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Fig. 4. Example abstract workflow.

to be retrieved by the portal using the yser’s username and
password. )

Once authentication is completed, Pegasus schedules the
Montage workflow onto the TeraGrid or other clusters
managed by PBS and Condor. Pegasus is a workflow
management system designed to map abstract workflows
onto the grid resources to produce concrete (executable)
workflows [4]. Pegasus consults various Grid information
services, such as the Globus Monitoring and Discovery
Service (MDS), the Globus Replica Location Service (RLS),
the Metadata Catalog Service (MCS), and the Transformation
Catalog to determine what grid resources and data are
available. Pegasus reduces the abstract workflow by pruning
those workflow products that are registered in the RLS. The
executable workflow generated by Pegasus specifies the grid
computers to be used, the data movement for staging data in
and out of the computation, and the data products to be
registered in the RLS and MCS, as illustrated in Fig. 5.

The executable workflow is submitted to Condor
DAGMan for execution. DAGMan is a scheduler that
submits jobs to Condor in an order specified by the concrete
workflow [5]. Condor queues the jobs for execution on the
TeraGrid. Upon completion, the final mosaic is delivered to
a user-specified location and the User Notification Service,
described below, is contacted.

E. USER NOTIFICATION SERVICE

The last step in the grid processing is to notify the user
with the URL where the mosaic may be downloaded. This

notification is done by a remote user notification service at
Caltech IPAC so that a new notification mechanism can be
used later without having to modify the Grid Scheduling and
Execution Service. Currently the user notification is done
with a simple email, but a later version will use the Request
Object Management Environment (ROME), being developed
separately for the National Virtual Observatory. ROME will
extend our portal with more sophisticated job monitoring,
query, and notification capabilities.

V. CONCLUSION

Montage is a project to design and develop high science
quality astronomical image mosaicking software and make it
accessible to the science community using two mechanisms:
() a toolkit that can be directly downloaded and run manually
on a local computer, or (ii) a fully automated grid portal with
a simple web-form interface. A number of characteristics of
the Montage design are applicable to both the Earth and
Space science communities, including fast image re-
projection techniques and grid portal mechanisms. Montage
incorporates a tangent plane approximation and fast plane-to-
plane mapping technique to optimize the compute-intensive
re-projection calculations.

A Montage mosaic job can be described in terms of an
abstract workflow so that a planning tool such as Pegasus can
derive an executable workflow that can be run in the grid
environment. The execution of the workflow is performed by
the workflow manager DAGMan and the associated Condor-
G. This design exploits to the maximum the parallelization
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single cluster. In addition to the computation nodes, the concrete DAG
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registering the data products for later retrieval..

inherent in the Montage architecture. The Montage gﬁd
portal is flexible enough to run a mosaic job on a number of
different cluster and grid computing environments, including
Condor pools and TeraGrid clusters. We have demonstrated
processing on both a single cluster configuration and on
multiple clusters at different sites having no shared disk
storage.

Our current and future work includes optimizing the grid
scheduling to better account for a priori knowledge about the
size of the computation required for different parts of the
Montage processing. This information will be used to
aggregate appropriate parts of the computation in order to
lessen the impact of the overhead of scheduling smaller
chunks of computation on grid computers. Also, the portal
will be integrated with ROME for improved job monitoring,
query, and notification capabilities.
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